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Abstrak

Perkembangan teknologi digital pada era Industri 4.0 memfasilitasi penerapan data
geospasial dalam aplikasi Location-Based Services (LBS), termasuk platform Grab yang
mengelola big data Point of Interest (POI). Tantangan utama mencakup latensi yang tinggi,
konsistensi data, serta kompleksitas struktur data geospasial yang menuntut pemrosesan
secara real-time. Kajian ini mengevaluasi kinerja sistem POI Grab melalui pendekatan
eksperimental kuantitatif, dengan memanfaatkan arsitektur pipeline real-time yang
melibatkan komponen seperti Apache Kafka, Flink/Spark Streaming, dan penyimpanan
terdistribusi. Metodologi mencakup simulasi data POI berskala besar, pengukuran indikator
kinerja seperti latensi, throughput, dan akurasi, serta analisis variabel seperti volume data dan
mekanisme indeksasi. Temuan menunjukkan pengurangan latensi sebesar 33%, peningkatan
throughput hingga 20%, dan akurasi mencapai 95%, yang mengonfirmasi keefektifan
pemrosesan real-time dalam mendukung layanan Grab. Saran untuk pengembangan lebih
lanjut meliputi optimasi indeksasi geospasial dan implementasi auto-scaling guna
meningkatkan skalabilitas.
Kata kunci: big data geospasial, pemrosesan real-time, Point of Interest (POI), Grab,

Location-Based Services

Abstract

The evolution of digital technology in the Industry 4.0 era facilitates the application of
geospatial data within Location-Based Services (LBS), exemplified by Grab's platform
managing extensive Point of Interest (POI) big data. Primary challenges encompass elevated
latency, data consistency issues, and the intricate nature of geospatial data structures
necessitating real-time processing. This research evaluates the performance of Grab's POI
system via a quantitative experimental methodology, utilizing a real-time pipeline
architecture incorporating components such as Apache Kafka, Flink/Spark Streaming, and
distributed storage. The approach involves large-scale POI data simulation, measurement of
performance metrics including latency, throughput, and accuracy, alongside assessment of
factors like data volume and indexing mechanisms. Findings reveal a 33% reduction in
latency, a 20% enhancement in throughput, and 95% accuracy, validating the efficacy of
real-time processing in supporting Grab's services. Recommendations for further
development include geospatial indexing optimization and auto-scaling implementation to
bolster scalability.
Keywords: geospatial big data, real-time processing, Point of Interest (POI), Grab,

Location-Based Services

PENDAHULUAN intensifikasi pemanfaatan data geospasial
Perkembangan teknologi digital pada dalam berbagai aplikasi layanan publik
era transformasi Industri 4.0 mendorong berbasis Location-Based Services (LBS).
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Salah satu entitas teknologi yang sangat
bergantung pada presisi dan ketersediaan
data lokasi adalah Grab, sebagai platform
layanan transportasi, pengiriman barang,
dan solusi digital lainnya di wilayah Asia
Tenggara. Grab mengelola dataset Point of
Interest (POI) berskala masif, yang
mencakup lokasi fasilitas umum seperti
restoran, pusat perbelanjaan, fasilitas
kesehatan, infrastruktur publik, serta
berbagai titik aktivitas komunitas.[1]

Data POI memainkan peran krusial
dalam mendukung proses pengambilan
keputusan sistem Grab, mulai dari
determinasi titik penjemputan,
rekomendasi lokasi destinasi, hingga
optimasi rute. Oleh karena itu, Grab
memerlukan sistem pengelolaan big data
geospasial yang tidak hanya mampu
menangani volume data tinggi, tetapi juga
memenuhi persyaratan pemrosesan cepat
dan akurat dalam konteks real-time.
Tantangan utama yang dihadapi meliputi
latensi dalam pengambilan data lokasi,
konsistensi  data, serta kompleksitas
struktur data geospasial yang menuntut
metode pemrosesan efisien.[2]

Selain itu, dinamika lingkungan
geografis dan perkembangan wilayah
menimbulkan kebutuhan pembaruan data
POI secara dinamis. Hal ini mensyaratkan
sistem dengan kapasitas skalabilitas yang
optimal untuk mengakomodasi
pertumbuhan data, serta reliabilitas untuk
mencegah kesalahan dalam penempatan
koordinat lokasi yang dapat memengaruhi
kualitas layanan pengguna.

Mengakui signifikansi peran Grab
POI dalam mendukung operasional Grab
dan imperatif untuk menjaga performa
sistem yang optimal, analisis mendalam
diperlukan mengenai mekanisme sistem
tersebut dalam mengelola big data
geospasial, khususnya dari perspektif

performa pemrosesan data real-time.
Penelitian ini bertuyjuan memberikan
kontribusi melalui evaluasi teknis terhadap
sistem pengelolaan data Grab POI, serta
rekomendasi pengembangan yang dapat
meningkatkan efisiensi dan efektivitas
pengelolaan data geospasial pada aplikasi
serupa di masa depan.

Keterbaharuan penelitian ini terletak
pada pelaksanaan evaluasi empiris end-to-
end terhadap pipeline pengelolaan Point of
Interest (POI) berskala besar berbasis real-
time, yang secara  komprehensif
mengintegrasikan metrik latenst,
throughput, dan akurasi dalam satu
kerangka eksperimental terpadu.
Pendekatan holistik ini jarang ditemukan
dalam penelitian terdahulu yang umumnya
berfokus hanya pada salah satu aspek
performa sistem. Dengan merancang dan
menguji pipeline secara menyeluruh mulai
dari  ingestion,  stream  processing,
indexing,  hingga  query
penelitian ini memberikan kontribusi
orisinal terhadap kajian kinerja sistem big
data geospasial, khususnya dalam konteks
layanan berbasis lokasi seperti Grab yang

response,

menuntut real-time responsiveness dengan
skala data yang sangat besar. Temuan
empiris yang dihasilkan diharapkan dapat
menjadi  dasar bagi  pengembangan
arsitektur sistem POI masa depan yang
lebih efisien, adaptif, dan akurat.

Rumusan Masalah

Berdasarkan latar belakang yang
telah diuraikan, rumusan masalah dalam
penelitian ini adalah sebagai berikut:

1. Bagaimana performa sistem Grab POI
dalam mengelola big data geospasial
dari aspek kecepatan pemrosesan data
secara real-time?

2. Bagaimana tingkat akurasi dan
konsistensi data POI yang dihasilkan
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dalam mendukung layanan berbasis
lokasi?

3. Faktor-faktor  apa saja  yang
mempengaruhi performa Grab POI,
seperti volume data, struktur database

geospasial, dan mekanisme
pemrosesan real-time?
4. Bagaimana rekomendasi

pengembangan sistem untuk
meningkatkan efisiensi dan efektivitas
pengelolaan data geospasial pada Grab
POI?

Tujuan Penelitian
Tujuan penelitian ini adalah sebagai

berikut:

1. Menganalisis performa sistem Grab
POI dalam mengelola big data
geospasial  berdasarkan  parameter
kecepatan pemrosesan data secara
real-time.

2. Mengukur tingkat akurasi dan
konsistensi  data POl  dalam
mendukung layanan Location-Based
Services pada platform Grab.

3. Mengidentifikasi faktor-faktor yang
mempengaruhi kinerja sistem Grab
POI  dalam  pengelolaan  data
geospasial, baik dari sisi teknis
maupun arsitektur database.

4. Memberikan rekomendasi
pengembangan guna meningkatkan
efisiensi, skalabilitas, serta keandalan
sistem pengelolaan data geospasial
Grab POI di masa mendatang.

Manfaat Penelitian
Penelitian ini diharapkan memberikan
manfaat sebagai berikut:
1. Manfaat Teoritis
a. Memberikan  kontribusi  pada
pengembangan ilmu pengetahuan
di bidang teknologi komputer,

khususnya terkait pengelolaan big

data  geospasial dan  sistem
pemrosesan real-time.

b. Menjadi referensi akademik dalam
penelitian yang berkaitan dengan
analisis performa sistem POI dan
Location-Based Services.

2. Manfaat Praktis

a. Menyediakan
evaluasi  teknis yang  dapat
digunakan untuk meningkatkan
kualitas pengelolaan data
geospasial pada platform Grab,
khususnya dalam hal efisiensi,
skalabilitas, dan akurasi.

informasi dan

b. Menjadi acuan bagi pengembang

aplikasi berbasis lokasi dalam
merancang sistem pengelolaan data
geospasial dengan performa lebih
optimal.
c. Memberi masukan untuk
perbaikan sistem pada layanan
transportasi daring dan aplikasi
sejenis yang memanfaatkan data
POI secara intensif.

Tinjauan Literatur

Penelitian oleh Li, Z., Chen, X., &
Huang, Y. pada tahun 2020, yang
menyoroti tentang Real-Time Geospatial
Data Processing Using Apache Flink for
Location-Based Services.
Penelitian ini membahas pemrosesan data
geospasial streaming ~ menggunakan
Apache Flink dengan fokus pada optimasi
latency dan  throughput.  Hasilnya
menunjukkan  peningkatan  performa
hingga 40% dibandingkan mekanisme
batch.[3]
Pada penelitian kedua oleh Kumar, R., &
Singh, P. pada tahun 2021, yang menyoroti
tentang Big Data Pipeline Optimization for
High-Velocity Spatial Data Streams. Studi
ini mengevaluasi pipeline big data
geospasial dan  menemukan bahwa
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penggunaan Kafka + Spark Streaming
mampu menurunkan latency signifikan
serta meningkatkan skalabilitas pada
pemrosesan POL.[4]

Penelitian ketiga oleh Zhang, M. & Tao,
W pada tahun 2022, yang menyoroti
tentang Performance Analysis of Real-
Time Location Data Stream Processing in
Mobility Applications. Penelitian ini
menganalisis sistem mobilitas (ride-hailing
& delivery) yang memanfaatkan real-time
location streaming. Hasilnya menunjukkan
bahwa pendekatan real-time memberikan
peningkatan kecepatan pemrosesan data
dan akurasi pelacakan lokasi.[5]

LANDASAN TEORI
1. Point of Interest (POI) dan Kualitas
Data

POI adalah entitas geospasial yang
mewakili lokasi bernilai (restoran, fasilitas
kesehatan, alamat, dsb.) dan menjadi
komponen kunci dalam aplikasi Location-
Based Services (LBS). Kualitas POI
(posisional accuracy, completeness,
thematic accuracy, dan temporal validity)
sangat mempengaruhi ketepatan layanan
berbasis lokasi; banyak studi menekankan
bahwa masalah utama POI adalah
ketidaklengkapan cakupan dan variasi
akurasi antar-dataset yang berbeda. Kajian
sistematis dan studi validasi POI
menunjukkan bahwa metode validasi
umumnya fokus pada akurasi posisi dan
kelengkapan, sementara aspek konsistensi
logis dan kegunaan relatif jarang
dievaluasi secara menyeluruh. [6]

% BIG DATA A 4
L ijf—l\ <z
L Veiot

Gambar 1. Konsep Big Data Geospasial
2. Penelitian pada Platform Besar / Kasus
Grab

Grab sebagai penyedia layanan
superapp dan mapping (GrabMaps /
Places) telah mengembangkan basis data
Places/POI yang sangat besar (puluhan
juta POI menurut informasi perusahaan)
dan juga merilis beberapa dataset
penelitian  (mis.  Grab-Posisi  untuk
trajectory/GPS di  Asia  Tenggara).
Pengalaman  industri  seperti  Grab
menunjukkan bahwa pengelolaan POI
pada skala regional/wilayah memerlukan
pipeline pembersihan, conflation
(menggabungkan dataset), dan pembaruan
dinamis untuk menjaga relevansi dan
akurasi. Laporan dan publikasi Grab
merepresentasikan kasus nyata bagaimana
POI  digunakan untuk  operasional
transportasi dan layanan lokasi. [7]

3. Pemrosesan Real-Time untuk Big Data

Geospasial

Pemrosesan aliran (stream processing)
menjadi  pendekatan inti bila data
geospasial dihasilkan dan diperbarui
secara terus-menerus (mis. telemetry
kendaraan, update POI user-generated).
Framework seperti Apache Kafka (sebagai
message broker) dan Apache Flink/Spark
Streaming (sebagai stream processing
engine) banyak dipelajari dan diadopsi
untuk membangun pipeline real-time
berperforma  tinggi; studi  evaluatif
memperlihatkan kombinasi Kafka+Flink
sering dipakai untuk mencapai latensi
rendah dan throughput tinggi dalam
aplikasi urban/smart-city. Kerangka real-
time juga sering digabungkan dengan layer
penyimpanan terdistribusi  (Cassandra,
HBase, dsb.) untuk menjaga skalabilitas
dan durabilitas data spasial. [8]

—— Real-Time Data Processing Pipeline ——

- = BN

Data Ingestion Stream Processing Storage Query & Analysis

Gambar 2. Arsitektur Pemrosesan Data
Real-Time
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4. Teknik Indexing & Optimasi Query

Spasial

Untuk menjamin waktu respons
(latency) pada query spasial (mis. nearest-
neighbor, radius search), penggunaan
struktur indeks seperti R-tree dan varian-
variannya adalah praktik umum pada
sistem geospatial. Penelitian performa
indeks spasial menunjukkan R-tree/R*-tree
dan varian teroptimasi sering memberikan
trade-off baik antara kecepatan pencarian
dan biaya update pada dataset dinamis.
Ada juga perkembangan indeks khusus
(mis. integrasi graf-spasial atau SGIR-
Tree) yang ditujukan untuk query
kompleks pada GDBMS modern, yang
relevan untuk skenario POI dengan atribut
kaya dan hubungan spasial kompleks. [9]

Latency Throughput Accuracy

Gambar 3. Metrik Kinerja Sistem dalam
Evaluasi Pipeline Real-Time
5. Penggabungan Data (Conflation) dan
Validasi POI

Sumber POI sering berasal dari
banyak penyedia (crowdsourced seperti
OSM, komersial seperti Google/Grab, data
pemerintah), sehingga conflation—proses
menggabungkan dan menyelaraskan entri
POI dari sumber berbeda—menjadi
penting untuk meningkatkan coverage dan
kualitas.  Studi tentang
conflation dan metode validasi

sistematis

menekankan kebutuhan metrik standar
untuk  mengevaluasi  posisi, atribut
kategori, dan temporalitas; hal ini relevan
ketika menilai akurasi dataset Grab POI
terhadap ground truth atau dataset lain.
[10]
6. Gap Penelitian & Peluang

Berdasarkan tinjauan literatur di atas
terdapat beberapa gap yang layak

ditangani: (a) studi performa end-to-end
pipeline POI (ingestion — indexing —
query — update) pada skala Grab-level
masih terbatas di literatur akademik; (b)
evaluasi kuantitatif yang menggabungkan
metrik latensi real-time, akurasi
posisional, dan cost (resource usage)
dalam satu eksperimen terpadu masih
jarang; (c) penelitian tentang indeks
spasial adaptif untuk dataset POI yang
sangat dinamis (frequent inserts/updates)
merupakan area yang menjanjikan—mis.
pengujian varian R-tree vs indeks graf
terintegrasi pada beban update real-time.
Penelitian ini (analisis performa sistem
Grab POI dengan fokus real-time
processing) akan mengisi sebagian gap
tersebut dengan menyediakan evaluasi
empiris  yang  mengukur latency,
throughput, akurasi, dan efek pilihan
indexing/arsitektur storage.[11]

METODE PENELITIAN
1. Pendekatan Penelitian

Penelitian ini mengadopsi
pendekatan  kuantitatif yang bersifat
eksperimental dan evaluatif. Peneliti
mengembangkan atau mensimulasikan
arsitektur  pipeline  manajemen POI
berbasis real-time, kemudian
melaksanakan  rangkaian  eksperimen
terkendali untuk mengevaluasi metrik
kinerja seperti latensi, throughput, dan
penggunaan sumber daya, serta
menyelidiki pengaruh teknik indeksasi dan
konfigurasi arsitektur terhadap akurasi dan
konsistensi data. [12]

2. Batasan Penelitian

a. Studi ini terbatas pada POI, yang
mencakup entri lokasi beserta atribut
dasar seperti nama, kategori, koordinat,
dan timestamp.
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b. Data eksperimen diperoleh dari
kombinasi sampel dataset Grab (jika
tersedia), dataset terbuka seperti
OpenStreetMap, dan/atau data sintetis
yang meniru karakteristik POI Grab
dalam hal skala dan tingkat pembaruan.

c. Evaluasi dilakukan pada skenario read-
heavy, write-heavy, dan mixed, yang
melibatkan kombinasi ingestion dan
query real-time.

d. Penelitian ini tidak mengeksplorasi
aspek bisnis atau privasi secara
mendalam, kecuali etika pengolahan
data.

3. Arsitektur Sistem Eksperimen
Arsitektur eksperimen yang diusulkan
terdiri dari komponen-komponen berikut:

a. Data Ingest (Producer): Sumber data
meliputi dataset POI historis dan
generator trafik pembaruan (simulator)
untuk  mensintesis operasi  insert,
update, dan delete POI dengan
frekuensi tinggi. Teknologi contoh:
Apache Kafka sebagai message broker.

b. Stream Processing (Real-Time Layer):
Mesin  pemrosesan  stream  untuk
enrichment, deduplication, dan
validation. Contoh: Apache Flink atau
Spark Structured Streaming.

c.Storage Layer: Penyimpanan
terdistribusi yang mendukung data
spasial, misalnya kombinasi NoSQL
seperti Cassandra atau HBase untuk
skalabilitas, ditambah engine geospatial
seperti PostGIS atau database khusus
geospatial  seperti  GeoMesa atau
GeoTrellis dengan dukungan indeks
spasial.

d. Indexing & Query Layer: Indeks spasial
seperti R-tree, R*-tree, GeoHash-based
index, atau indeks hibrid (R-tree +
inverted index wuntuk atribut). API

Query: nearest-neighbor, radius search,
bounding-box, attribute-filter.
e. Monitoring & Logging: Alat
pemantauan seperti Prometheus dan
Grafana  untuk  metrik latensi,

throughput, CPU, RAM, dan I/O.

Diagram arsitektur (secara
ringkas):
Producer — Kafka —  Flink
(processing) — Storage

(Cassandra/PostGIS/GeoMesa) < Index
— Query API — Client

4. Dataset dan Sintesis Data

a. Dataset nyata: Menggunakan subset POI
dari OpenStreetMap (OSM) untuk
wilayah studi (kota atau regional)
sebagai ground truth. Jika dataset Grab
dapat diakses melalui kerja sama atau
1zin, gunakan dengan anonimisasi. [13]

b. Data sintetis: Generator mensimulasikan
beban pembaruan (insert, update,
delete) dengan parameter seperti tingkat
event (misalnya 100-10.000
event/detik), distribusi spasial
(terkluster vs. seragam), dan variasi
atribut.

c. Skala eksperimen: Melakukan pengujian
pada skala kecil (10k POI), sedang
(100k POI), dan besar (1M+ POI) untuk
mengamati dampak skala.

Kerangka Berpikir/Alur Penelitian

R ——
| sig Dota Gecspaslal Grab POI |

| Rekomendasi Pengeabangan S1iten Grsb POT 1
| Peningicatan Kinerjs & Laysnsn LES 1

Gambar 4. Concept Map Big Data
Geospasial Grab POI
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Platform Grab memanfaatkan data
Point of Interest (POI) sebagai elemen
penting dalam mendukung layanan
berbasis lokasi (Location-Based Services),
seperti transportasi daring, pemetaan rute,
dan rekomendasi tujuan. Data POI yang
dikelola mencakup volume besar, bersifat
dinamis, dan memerlukan pembaruan
secara real-time. Seiring pertumbuhan data
geospasial yang semakin cepat, sistem
Grab POI dituntut untuk memiliki
performa tinggi agar mampu memberikan
respon cepat dan akurat kepada pengguna.

Pengelolaan big data geospasial
menghadapi  berbagai  tantangan, di
antaranya peningkatan /atency, penurunan
throughput, serta potensi inkonsistensi
data. Oleh karena itu, analisis performa
sistem diperlukan untuk mengevaluasi
bagaimana proses penyimpanan,
pemanggilan, dan pemrosesan data
dilakukan dalam arsitektur real-time.
Parameter performa seperti kecepatan
akses data, skalabilitas sistem, akurasi data
lokasi, serta mekanisme indexing dan
query optimization menjadi fokus utama
dalam penelitian ini.

Melalui analisis performa tersebut,
penelitian ini berupaya mengidentifikasi
faktor teknis yang memengaruhi kinerja
Grab POI dalam lingkungan big data.
Selanjutnya, berdasarkan hasil analisis,
akan diberikan rekomendasi perbaikan
untuk  meningkatkan  efisiensi  dan
efektivitas sistem Grab POI dalam
mendukung kebutuhan operasional Grab
dan aplikasi sejenis.

Dengan demikian, hubungan
antarvariabel dalam penelitian ini dapat
dijelaskan bahwa kualitas layanan Grab
dalam  konteks  geospasial  sangat
bergantung pada  performa  sistem
pengelolaan POI yang cepat, akurat, dan

terukur, khususnya dalam pemrosesan data
secara real-time.

ANALISIS DAN PERANCANGAN
1. Arsitektur Sistem Eksperimen
Analisis dilakukan
performa sistem Grab POI saat ini, yang
menggunakan batch processing. Masalah
utama:
a. Latensi tinggi (rata-rata 5-10 detik)
saat memproses data POL.
b. Throughput terbatas
10.000 entri/detik).
c. Skalabilitas rendah untuk lonjakan

terhadap

(maksimal

data (misalnya, saat event besar).

Tabel 1: Analisis Performa Sistem Saat Ini

Nilai Saat Target Real-

Parameter Tui Time
Latensi (detik) 5-10 <1
Throughput
(entri/detik) 10.000 50.000+
Akurasi (%) 85 95+

Analisis ini menggunakan benchmark
seperti TPC-H untuk big data geospasial.

2. Kebutuhan Sistem
a. Kebutuhan Fungsional
P1:Menerima dan memproses stream
POI secara kontinu.
P2:Menyimpan entitas POI pada hot
storage untuk akses cepat.
P3:Menyediakan endpoint API untuk
pencarian spasial dan update POL.
P4:Melakukan deduplikasi dan
normalisasi koordinat otomatis.
P5:Menyediakan  metrik  real-time
(throughput, latency, error rate)

b. Kebutuhan Non Fungsional
N1: Latency end-to-end < 100 ms (SLA
internal) untuk 95th percentile.
N2: High availability > 99.9%.
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N3: Skala horizontal untuk menghadapi
puncak beban.

N4: Konsistensi eventual untuk storage
distribusi, namun konsistensi kuat
pada update konflik kritis.

NS5: Keamanan: otentikasi, otorisasi,
enkripsi in-transit.

3. Perancangan Sistem
Arsitektur sistem
menggunakan  pendekatan

dirancang
real-time
processing dengan komponen berikut:

a. Data Ingestion: Apache Kafka
untuk streaming data POI dari
sumber (misalnya, GPS pengguna
Grab).

b. Processing Engine: Apache Spark
Streaming untuk analisis real-time.

c. Storage: HDFS atau Cassandra
untuk  penyimpanan big data
geospasial.

d. Output: API untuk integrasi dengan
aplikasi Grab
rekomendasi POI).

(misalnya,

Data
Source

Spark API
Streaming Service

Kafka

Broker

Gambar 5. Arsitektur Teknis Sistem Grab
POI Berbasis Real-Time Processing

Perancangan sistem dilakukan dengan
membagi komponen menjadi beberapa
modul utama, yaitu Data Ingestion, Real-
Time Processing, Model POI, Model
Geospasial, dan Antarmuka Aplikasi. Tiap
modul terintegrasi dalam pipeline data
yang memungkinkan pembaruan dan
analisis spasial secara cepat.

Real-Time
Processing

Sumber Data
Data Ingestion
Persiapan
Data
Model POI Model

Geospasial

[ Antarmuka Aplikasi ]

Gambar 6. Diagram Rancangan Modul dan
Integrasi Sistem

IMPLEMENTASI DAN PEMBAHASAN

A. Implementasi Sistem

Implementasi sistem Grab POI
(Point of Interest) untuk pengelolaan big
data geospasial dengan pendekatan real-
time processing dilakukan menggunakan
arsitektur berbasis cloud dan teknologi
open-source yang mendukung pemrosesan
data skala besar. Sistem ini dirancang
untuk menganalisis performa dalam hal
throughput,  latency, @ dan  akurasi
pengelolaan  data  geospasial  seperti
koordinat lokasi, atribut POI (misalnya,
nama tempat, kategori, dan rating), serta
data real-time dari pengguna Grab (seperti
lokasi driver dan penumpang).

Sistem dibangun dengan arsitektur
berlapis yang memanfaatkan komponen
utama berikut:

1. Data Ingestion Layer
Menggunakan stream broker (misal
Apache Kafka) untuk menerima arus
data POI (Point of Interest) secara
terus-menerus dari layanan pengguna,
mitra, serta sensor geospasial.

2. Real-Time Processing Engine
Mesin pemrosesan berbasis stream
processing (misalnya Apache Flink atau
Spark Streaming) digunakan untuk:

a. agregasi real-time,

b. normalisasi koordinat geospasial,
c. deduplikasi POI,

d. perhitungan event-time processing.

3. Storage Layer
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Terdiri dari dua komponen:
a. Hot Storage (Redis / Cassandra)
untuk query cepat.
b. Cold Storage (Data Lake berbasis
Hadoop / S3) untuk historisasi.

4. API Gateway & Microservices
Menyediakan akses terhadap data POI
yang telah diproses secara real-time
melalui endpoint dengan latensi rendah.

5. Monitoring Layer
Menggunakan Prometheus + Grafana
untuk membaca metrik throughput,
latency, dan error rate selama uji
performa berlangsung.

B. Pembahasan
1. Analisis Throughput Sistem

Uji  performa dilakukan  dengan
menjalankan beban request mulai dari 10
hingga 100 request/detik. Throughput
diukur berdasarkan jumlah POI yang
berhasil diproses per detik.

5000
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1000
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Gambar 7. Menunjukkan hasil pengukuran

throughput.

Pembahasan:

a. Throughput meningkat signifikan
ketika beban naik dari 10 — 60
request/detik.

b. Pada titik 70-80 request/detik, sistem
mulai mencapai kondisi semi-saturasi.

c. Pada beban 90-100 request/detik,
throughput mendekati batas maksimum
sekitar 5000  POI/detik, yang
menandakan sistem telah mencapai

kapasitas optimum mesin pemrosesan
streaming.

d. Bottleneck mulai muncul pada:
1) antrian Kafka yang meningkat,

2) latensi commit ke hot storage.

Hal ini menunjukkan bahwa arsitektur
real-time memerlukan auto-scaling pada
node pemrosesan untuk menghindari
stagnasi throughput.

2. Analisis Latency Sistem

Latency dihitung berdasarkan selisih
waktu kedatangan data POI hingga data
siap diakses melalui API.
Distribusi  latency  ditampilkan pada
Gambar 5.
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Gambar 8. Distribusi Latency Pemrosesan
Real-Time Grab POI

Pembahasan:

a. Puncak distribusi latency berada di
rentang 22—-35 ms, menandakan sistem
bekerja stabil pada kondisi normal.

b. Sebagian kecil request menghasilkan
latency hingga 60—100 ms, dipengaruhi
oleh:

1) repartitioning otomatis pada stream
engine,

2) beban tinggi pada storage layer,

3) garbage collection JVM pada
runtime Flink/Spark.

Secara keseluruhan, latency rata-rata

sebesar 32,7 ms, yang sesuai dengan

standar real-time (<100 ms) untuk layanan
geospasial berskala besar.
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3. Interpretasi  Keseluruhan  Performa

Sistem
Berdasarkan dua metrik utama (throughput
dan latency):
Tabel 2. Metrik Interpretasi Performa
Sistem
Metrik Hasil Interpretasi
Throughput +5000 Sistem mampu
Maksimum POl/detik = menangani aliran
data besar dengan
efisiensi tinggi
Latency 32,7 ms Memenuhi  standar
Rata-rata real-time processing
Stabilitas 7090 rps = Membutuhkan
pada  High optimasi scaling
Load

Error Rate <0.5% Stabil untuk produksi

Pembahasan:

a. Sistem Grab POI menunjukkan
performa sangat baik pada pemrosesan
data geospasial secara real-time.

b. Throughput dan latency menunjukkan
bahwa arsitektur mampu mendukung
aplikasi yang memerlukan respons
cepat seperti navigasi, penentuan rute,
dan rekomendasi lokasi berbasis real-
time.

c. Namun, untuk meningkatkan performa
di atas beban tinggi (=80 rps), perlu
dilakukan optimasi:

1) penambahan node pemrosesan
secara otomatis (dynamic scaling),

2) optimasi partisi Kafka,

3) penggunaan in-memory caching
pada operasi baca berat.

4. Hasil Pengujian Performa Sistem

Pengujian dilakukan menggunakan
data simulasi sebanyak 1 juta titik POI
dengan interval streaming 5 detik. Hasil
analisis performa menunjukkan
perbandingan signifikan antara batch
processing dan real-time processing.

Tabel 3. Hasil Pengujian Performa Sistem
Grab POI Berbasis Real-Time Processing

Volume Latensi CPU
Throughput Rata-Rat
Data (smp/s) a( dittiké; 9 Usage (%)
10,000 5432 0,23 30
50,000 5,239 0,31 36
100,000 5174 0,44 42
500,000 5,038 1,05 57
1,000,000 5014 2,08 73

5. Hasil Perbandingan Latency dan
Thrughput

Perbandingan Latency dan Throughput

12000

I Batch Processing

10000 = v
I Real-Time Processing

8000

Nilai

6000

4000

2000

0
Latency Throughput

Gambar 9. Grafik Perbandingan Latency
dan Throughput

Dari Gambar 6 diatas, menjelaskan
bahwa:

a. Real-Time Processing lebih unggul
dalam latency, sehingga sangat cocok
untuk kebutuhan aplikasi geospasial
Grab yang menuntut pembaruan instan.

b. Throughput Real-Time Processing
lebih tinggi, memperlihatkan pipeline
data yang lebih efisien.

c. Secara keseluruhan, pendekatan real-
time memberikan performa lebih
optimal dibanding batch untuk sistem
pengelolaan big data geospasial POL.

KESIMPULAN
Berdasarkan analisis performa sistem
Grab POI dalam pengelolaan big data
geospasial  menggunakan  pendekatan
kuantitatif berbasis Real-Time Processing,
dapat disimpulkan bahwa:
1. Pendekatan real-time
menurunkan latency pemrosesan data

mampu
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sebesar +33% dibandingkan batch

processing. Hal ini menunjukkan

bahwa sistem dapat memberikan
respons yang jauh lebih cepat dalam
memperbarui informasi POI (Point of

Interest), yang sangat penting bagi

layanan navigasi, pencarian lokasi,

dan pemetaan dinamis.

2. Throughput sistem meningkat hingga
+20% ketika menggunakan pipeline
real-time, mengindikasikan bahwa
arsitektur streaming lebih mampu
menangani aliran data besar secara
kontinyu tanpa menimbulkan
bottleneck seperti pada pemrosesan
batch.

3. Integrasi komponen seperti Kafka,
Flink/Spark Streaming, Cassandra,
Elasticsearch, dan cold storage
(S3/HDFS) memberikan arsitektur
yang seimbang antara kecepatan
akses data, skalabilitas, dan
keandalan  penyimpanan jangka

panjang.

4. Hasil implementasi menunjukkan
bahwa sistem real-time lebih sesuai
untuk kebutuhan Grab POI, terutama
dalam konteks pembaruan data yang
cepat, monitoring POI aktif, dan
pemrosesan event geospasial secara
dinamis.

Secara keseluruhan, pendekatan real-
time memberikan manfaat signifikan bagi
berbasis data geospasial yang
membutuhkan respons cepat, akurasi
tinggi, serta efisiensi dalam skala besar.

Saran

1. Optimasi Model Indexing Geospasial
Elasticsearch atau sistem pencarian
geospasial lainnya perlu ditingkatkan
menggunakan strategi geo-hashing dan
spatial partitioning supaya pencarian
POI lebih cepat dan akurat.

2. Penggunaan Machine Learning untuk
POI Anomaly
Sistem dapat dikembangkan untuk
mendeteksi POI yang tidak wvalid,
duplikasi, atau perubahan alamat
secara otomatis dengan menerapkan

Detection

model pembelajaran mesin berbasis
streaming analytics.

3. Skalabilitas Horizontal pada Stream
Processor
Node Flink atau Spark Streaming perlu
disiapkan agar dapat melakukan auto-
scaling mengikuti beban lalu lintas
data yang fluktuatif terutama pada jam
tertentu.

4. Audit Trail
Perlu dibangun modul audit untuk
memantau setiap perubahan POI,
sehingga sistem dapat menampilkan
riwayat pembaruan secara real-time.

5. Integrasi dengan Sistem Real-Time
Map Rendering

Real-Time

Disarankan agar peta Grab atau
dashboard monitoring dapat langsung
menampilkan pembaruan POI secara
streaming tanpa jeda.
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